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--------------------------------------------------------------------ABSTRACT------------------------------------------------------------------ 
Conventional database querying methods are inadequate to extract useful information from huge data banks. Cluster 
analysis is one of the major data analysis methods and the k-means clustering algorithm is widely used for many 
practical applications. In this paper, the enhanced k-mean algorithm applied to the huge student dataset to find out 
the different categories and group them.  
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1. Introduction 

Cluster analysis [1] is one of the major data analysis 

methods which is widely used for many practical 

applications in emerging areas like Bioinformatics [2], 

[3]. Clustering is the process of partitioning a given set of 

objects into disjoint clusters. This is done in such a way 

that objects in the same cluster are similar while objects 

belonging to different clusters differ considerably, with 

respect to their attributes. The k-means algorithm [1, 5, 

6,] is effective in producing clusters for many practical 

applications. This algorithm results in different types of 

clusters depending on the random choice of initial 

centroids. 

 

2. The K-Mean Clustering Algorithm  
The algorithm consists of two separate phases: 

the first phase is to define k centroids, one for each 

cluster. The next phase is to take each point belonging to 

the given data set and associate it to the nearest centroid. 

Euclidean distance is generally considered to determine 

the distance between data points and the centroids. When 

all the points are included in some clusters, the first step is 

completed and an early grouping is done. At this point we 

need to recalculate the new centroids, as the inclusion of 

new points may lead to a change in the cluster centroids. 

 

Algorithm 1: The k-means clustering algorithm 

 

Input: 
D = {d1, d2,......,dn} //set of n data items.  
k // Number of desired clusters 

Output: 
A set of k clusters. 

Steps: 
1. Arbitrarily choose k data-items from  D as 

initial centroids; 
2. Repeat 
   Assign each item di to the             cluster which 

has the closest centroid; 
Calculate new mean for each cluster; 
Until convergence criteria is met. 

 

 

3. Related Work 
A variant of the k-means algorithm is the k-

modes [4, 7] method which replaces the means of clusters 
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with modes. Like the k-means method, the k-modes 

algorithm also produces locally optimal solutions which 

are dependent on the selection of the initial modes. 

The original k-means algorithm is 

computationally very expensive because in each iteration 

computes the distances between data points and all the 

centroids. 

 

4. Enhanced Approach 
In the enhanced clustering method discussed in 

this paper [8] both the phases of the original k-means 

algorithm are modified to improve the accuracy and 

efficiency. In the enhanced method data points are 

assigned to the clusters.  

 

Algorithm 2: Assigning data point to cluster 

 

Input: 

     D={d1,d2,….,dn}//set of n datapoints 

     C={c1,c2,…..,cn}//set of k clusters 

Output: 

     A set of k clusters 

Steps: 

1. Compute the distance of each data-   point di 

(1<=i<=n) to all the centroids cj (1<=j<=k) as d(di, cj); 

2. For each data-point di, find the closest 

centroid cj and assign di to cluster j. 

3. Set ClusterId[i]=j; // j:Id of the closest cluster 

4. Set Nearest_Dist[i]= d(di, cj); 

5. For each cluster j (1<=j<=k), recalculate the 

centroids; 

6. Repeat 

7. For each data-point di, 

        7.1 Compute its distance from the   centroid of 

the present nearest cluster; 

        7.2 If this distance is less than or   equal to the 

present nearest distance, the data-point stays in the 

cluster; 

Else 

            7.2.1 For every centroid cj (1<=j<=k) 

Compute the distance d(di, cj); 

End for; 

            7.2.2 Assign the data-point di to the cluster 

with the nearest centroid cj 

           7.2.3 Set ClusterId[i]=j; 

          7.2.4 Set Nearest_Dist[i]= d(di, cj); 

End for; 

8. For each cluster j (1<=j<=k), recalculate the 

centroids; 

Until the convergence criteria is met. 

 

 In the above algorithm Euclidean distance used 

for determining the closeness of each data point to the 

cluster centroids. The distance between one vector X = 

(x1, x2 ...xn) and another vector Y = (y1, y2 ….yn) is 

obtained as 

 

d(X, Y)   =   (x1− y1)2 + (x2 − y2)2 + .... + (xn − yn )2 

The distance between a data point X and a data-

point set D is defined as d(X, D) = min(d (X, Y ),whereY 

∈ D). 

The initial centroids of the clusters are given as input to 

the second phase, for assigning data-points to appropriate 

clusters. The steps involved in this phase are outlined as 

Algorithm 2. 

 

5. Experiment and Data Analysis 
 To evaluate the enhanced k-means algorithm, a 

student assessment real time data set has been created 

based on their academic performance and other activities.   

The data set includes three years real time of student’s 



Int. J. Advanced Networking and Applications                                                                                              1580 
Volume:04  Issue:02 Pages: 1578-1580   (2012)    ISSN : 0975-0290. 
 

 

records.  The below table shows the results obtained out 

of the data sets. The number of clusters is taken as 6. 

 

 

 

No. of Groups 

 

No. of Students 

1 73 

2 35 

3 49 

4 68 

5 54 

6 91 

 

TABLE 1: Student Assessment Table 

 The Graphical representation of the above 

student assessment table as follows. 
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Fig 1: Graph of Student Assessment 

     In the above graph X axis represent the number 

of groups (clusters) and Y axis represent the number of 

students. 

 

6. Conclusion 
 While implementing the enhanced k-means 

algorithm, the following issues raised such that due to the 

random selection of the data set the duplicate value exists.  

And also the consistency of the student data set is 

questioned.  Further the number of desired clusters is still 

required to be given as an input, regardless of the 

distribution of the data points.  In future, the work is 

focused to over come the issues stated. 
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